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ABSTRACT: Small-angle neutron scattering (SANS) has been employed to study a blend
of polystyrene and polybutadiene modified by copolymer additives. SANS data from the
one-phase region approaching the phase boundary has been acquired for blends mod-
ified by random and diblock copolymers that have equal amounts of styrene and
butadiene monomers as well as a random copolymer with an unequal monomer com-
position. The binary blend is near the critical composition, and the copolymer concen-
trations are low at 2.5% (w/w). The data have been fitted with the random-phase
approximation model (binary and multicomponent versions) to obtain Flory–Huggins
interaction parameters (�) for the various monomer interactions. These results are
considered in the context of previous light scattering data for the same blend systems.
The SANS cloud points are in good agreement with previous results from light scat-
tering. The shifts in the phase boundary are due to the effects of the additives on the �
parameter at the spinodal. All the additives appear to lower the � parameter between
the homopolymers; this is in conflict with the predicted Flory–Huggins behavior. © 2004
Wiley Periodicals, Inc. J Polym Sci Part B: Polym Phys 42: 3191–3203, 2004
Keywords: additives; blends; block copolymers; compatibilization; miscibility; neu-
tron scattering; phase behavior; phase separation; thermodynamics

INTRODUCTION

Polymer blends constitute a significant portion of
industrial polymer production and hold great ac-
ademic interest. The alloying of commodity poly-

mers into blends has become very common and is
often effective in producing high-performance ma-
terials.1–3 The low miscibility of polymer blends
has led to extensive research into their thermo-
dynamic and kinetic properties and the develop-
ment of many additives used to overcome poor
miscibility. A common method of improving poor
miscibility is to add a third component to a blend
that will have a favorable interaction with the
precursor polymers. Diblock, graft, random, and
other copolymer additives have been studied to
determine how they affect various aspects of
blend systems. Adding copolymers with different
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structures and monomer compositions may
change the range of miscibility, the interfacial
strength of separated domains, and the morphol-
ogy of separated domains. A long-term goal of
much of the research on polymer blends is the
determination of how the structure and monomer
composition of a copolymer can affect the thermo-
dynamics and kinetics of phase separation.

Barham et al.4 used wide-angle light scattering
to study the polystyrene (PS)/polybutadiene (PB)
polymer system and the role of three different
copolymer additive architectures: random and
diblock copolymers with equal monomer composi-
tions and a random copolymer with an unequal
monomer composition. In their study, the PS/PB
blend with either a random copolymer (50/50
monomer content) or diblock copolymer (50/50
monomer content) added was able to lower the
temperature of the phase boundary. On the other
hand, the random copolymer with an unequal
monomer composition (20/80 monomer content)
resulted in an increase in the phase-separation
temperature, and this destabilized the system.
Their kinetics results indicated that all three co-
polymers were able to slow the phase-separation
rates in these systems. These results were inter-
esting because in previous studies5–9 in which
copolymer additives were observed to stabilize a
blend system, the phase-separation kinetics were
also slowed. This slowdown is usually attributed
to the copolymer additive migrating to the inter-
face and thus lowering the interfacial energy be-
tween phases. The lower interfacial energy is re-
lated to the reduction in the effective Flory–Hug-
gins parameter (�) because of the added
copolymer. Barham et al. also observed that an
asymmetric composition random copolymer de-
stabilized the phase boundary and yet slowed
phase-separation kinetics. Generally, if the phase
boundary moves to higher temperatures for an
upper critical solution temperature (UCST) sys-
tem, it is associated with an effective increase in
the � parameter. If the effective � parameter does
indeed increase, then this conclusion is in conflict
with the argument for slower phase separation
due to lower interfacial energy.

To better understand these effects, small-angle
neutron scattering (SANS) has been used to study
the same PS/PB polymer system except with deu-
terated polystyrene (d8PS). This approach allows
a more complete picture of the thermodynamic
parameters and complements the previous light
scattering data. SANS experiments were con-
ducted on a binary d8PS/PB blend with and with-

out the following copolymers: a random copolymer
with an equal monomer composition, a random
copolymer with an unequal monomer composi-
tion, and a diblock copolymer with an equal mono-
mer composition. The concentrations of the added
copolymers were low and substantially away from
the anticipated bicontinuous microemulsion re-
gion.10–14 A multicomponent mean-field random-
phase approximation (RPA) theory is presented in
the next section and is used to analyze the SANS
data in this article. Deviations from the mean
field in the inverse susceptibility data have been a
subject of discussion in recent literature for sim-
ilar systems.15–21 This article focuses on the de-
velopment and application of ternary mean-field
RPA analysis. As such, the applicability of RPA is
strictly valid at temperatures well away from the
phase transition. Deviations from the mean field
are interesting and will be the focus of future
work but are beyond the scope of this article.

SCATTERING THEORY

The SANS analysis method for multicomponent
polymer blends presented here follows the block
n � 1 matrix method of Akcasu and others.22–25

The measured structure factor I(q) (where q is the
wavevector) is related to the multicomponent
structure factor S(q):

I�q� � BTS�q�B (1)

where vector B and its transpose contain the scat-
tering contrast factors for the components. The
multicomponent structure factor is defined as fol-
lows:

S�q� � � 1
So�q�

� V�q���1

(2)

where So(q) contains the bare structure factors
and all interaction parameters are contained in
V(q). These equations are applied in three cases:
(1) a binary blend (a two-component system), (2) a
binary blend with an added random copolymer (a
three-component system), and (3) a binary blend
with an added diblock copolymer. For case 3, the
two blocks of the diblock are treated as individual
components, and this makes this blend a four-
component system (see Fig. 1 for a schematic of
these cases, including specific definitions of the
components and their respective interactions). In
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all cases, the homopolymers are always consid-
ered the last two components. Thus, in case 2,
component 1 is the copolymer, whereas in case 3,
components 1 and 2 are the individual blocks of
the diblock. The following equations have been
used for all cases for which n defines the number
of components:

Sii
o �q� � Ni�i�iPi�q� �i � 1, n � 1� (3a)

Vii�q� �
1

Nn�n�nPn�q�
�

2�in

�
�i � 1, n � 1� (3b)

Vij�q� �
1

Nn�n�nPn�q�
�

�in

�
�

�jn

�

�
�ij

�
(all i � j,i � n) (3c)

Bi�q� �
bi

�i
�

bn

�n
�i � 1, n � 1� (3d)

where Ni is the degree of polymerization for the
polymer, �i is the volume fraction of the blend for
component i, �i is the volume of monomer i, and bi
is the monomer scattering length. The Flory-Hug-
gins parameter, �ij, is between the binary pair of
polymers with respect to a reference volume �.

The single-chain structure factor Pi(q) is deter-
mined with the Debye formula:

Pi�q� �
2
Ui

�e�Ui � 1 � Ui� with Ui � q2Rgi
2 ,

Rgi
2 , �

Nili
2

6 �i � 1 to n � 1� (4)

where Rgi is the radius of gyration, Ni is the
number of segments, and li is the average seg-
ment length.

The off-diagonal elements of the structure fac-
tor matrix are dependent on the specific case. For
cases 1 and 2, the off-diagonal elements are

Figure 1. Depictions of the three multicomponent blend cases. A and B represent
homopolymers d8PS and PB, respectively. C and D represent random copolymers
SBR2080 and SBR5050, respectively. E and F represent the h8PS and PB blocks of the
diblock copolymer. The subscript number is the value of n � 1 for the multicomponent
RPA equations.
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Sij
o �q� � 0 �for all i and j� (5)

For case 3, the off-diagonal elements are

Sij
o �q� � 0 �i,j � 1, 2� (6a)

S12
o �q� � S21

o �q� � �N1�1�1N2�2�2�
1/2F1�q�F2�q� (6b)

The interspecies correlations between monomers
for the diblock (case 3) are nonzero, and the
Leibler formula26 [Fi(q)] used is

Fi�q� �
1 � e�Ui

Ui
�i � 1, 2� (7)

Blends with added random copolymers result in 2
� 2 matrices, whereas the binary polymer blend
with the added diblock copolymer results in 3 � 3
matrices.

The preceding matrix equations simplify the
analysis of a binary polymer blend to the more
familiar binary RPA equation,2–4 in which the
total inverse intensity I(q) is related to the sum of
the individual inverse structure factors by the
following equation:

k
I�q�

�
1

N1�1�1P1�q�
�

1
N2�2�2P2�q�

�
2�12

�
(8)

where k is defined as

k � �b1

�1
�

b2

�2
� 2

(9)

and the variables are defined as previously dis-
cussed.

This multicomponent RPA theory has been
successfully used to analyze SANS data from a
number of different multicomponent polymeric
systems.27–31 For example, Hammouda et al.27

studied a ternary polymer blend of PS, deuterated
PS, and poly(vinyl methyl ether) for which Flory–
Huggins interaction parameters were obtained.
Also, Balsara et al.28 studied a homopolymer
blend with an added diblock copolymer over a
wide range of diblock concentrations with SANS.
They found that the measured Flory–Huggins in-
teraction parameters were consistent with the
concepts of the Flory–Huggins theory.

EXPERIMENTAL

Materials and Preparation

The characteristics of the polymers used in this
work are summarized in Table 1. The PB ho-
mopolymers and the three copolymers were syn-
thesized at the Goodyear Tire and Rubber Co.
with anionic techniques. The deuterated PS (dPS)
was prepared locally with standard anionic pro-
cedures in a positive argon pressure reactor sys-
tem. The molecular weight was controlled to
match the molecular weight of the PS homopoly-
mer sample from ref. 4. The deuterated polymer
was characterized via size exclusion chromatog-
raphy and found to be indistinguishable from hy-
drogenated PS. The polymers were purified
through dissolution in a solvent, filtration with a
fritted filter, and filtration with a 0.45-	m Teflon
filter. These procedures have been reported in
detail elsewhere.4

The blend samples were prepared in the bulk
state. The antioxidant, Goodyear Wingstay 29,

Table 1. Polymer Sample Characteristics

Polymer Code Mw � 103 Mw/Mn

Content (%)c Microstructure (%)d

WPS WPB Cis and Trans Vinyl

d8PS 1.94 1.19 100 0 N/A N/A
PB 2.98 1.08 0 100 92 8
SBR2080a 17 1.1 20 80 86 14
SBR5050a 68.2 3.7 51 49 73 27
SBB5050b 27.7 1.06 50 50 90 10

a Poly(styrene-random-butadiene).
b Poly(styrene-block-butadiene).
c Weight percentage of the component in the copolymer.
d Microstructure of the butadiene portion of the copolymer.
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was used at concentrations of 0.1% (w/w) or less.
The binary and ternary blend systems were all
prepared so that the d8PS and PB homopolymers
were at a constant mass fraction of 0.75 for d8PS.
They were heated in a vacuum oven to a temper-
ature well above the PS glass-transition temper-
ature, allowed to melt, mechanically mixed, and
then the oven was evacuated. The samples were
periodically mixed over a period of 4–6 h. The
resulting blends were homogeneous.

The blend sample (heated above the phase
boundary) was placed on one of the two quartz
flats used in a cell. The blend sample rapidly
quenched in temperature and solidified. A Teflon
spacer (125 	m) was used between the two quartz
flats to maintain the sample path length and seal
the sample cell. The sample cell was heated until
the blend softened and then the cell was com-
pressed to seal the system.

SANS

SANS measurements were performed on the
NG-3 30-m beam line at the Center for Neutron
Research at the National Institute of Standards
and Technology (Gaithersburg, MD). The neutron
wavelength was 6.0 Å, and the sample-to-detector
distance was 4.7 m. After thermal equilibration, a
sample counting time of 5 min was used to ac-
quire detector counts of approximately 105 or
greater.

RESULTS AND DISCUSSION

Four different polymer blends were studied in the
one-phase region approaching their respective
phase boundaries. The compositions of the blends
are listed in Table 2. The first blend is a binary
blend of PS and PB; sample scattering data are
shown in Figure 2. The next three blends have the
same ratio of PS to PB and a low concentration

[�2.5% (w/w)] of the copolymer additives
(SBR2080, SBR5050, and SBB5050). Figure 3
shows scattering data for each of the blend sam-
ples at 122 °C. The binary blend is included as a
reference. For the R2080 blend, the scattering is
increased with respect to the binary blend. This is
consistent with the SBR2080 additive reducing
the miscibility and raising the (UCST) phase

Table 2. Polymer Blend Sample Compositions

Sample
Code

Volume Fraction of the Blend Components

d8PS PB SBR2080 SBR5050 SBB5050

Binary 0.776 0.224 0 0 0
R2080 0.758 0.219 0.023 0 0
R5050 0.757 0.219 0 0.024 0
B5050 0.758 0.219 0 0 0.023

Figure 2. Neutron scattering intensity versus q for
the binary blend. The scattering curves are labeled
with their temperatures. The solid lines running
through the data points are curve fits to the binary
RPA function described in the Scattering Theory sec-
tion.

Figure 3. Neutron scattering intensity versus q for
the four samples described in Table 2: (E) binary, (�)
R2080, (‚) R5050, and (ƒ) B5050. The temperature
was 122 °C. The solid lines running through the data
points are curve fits to the RPA functions described in
the Scattering Theory section with the constraints de-
scribed in the Results and Discussion section.
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boundary. The R5050 and B5050 blends both
have reduced scattering in comparison with the
binary blend. The B5050 blend is most effective at
suppressing scattering at q values lower than
about 0.014 Å�1, whereas R5050 appears to sup-
press scattering over all measured q values.
These observations are consistent with the obser-
vations of Barham et al.,4 who found that the
R5050/B5050 blend systems showed increased
miscibility, whereas the R2080 blend exhibited
decreased miscibility.

Binary Blend

The scattering curves for the binary blend in Fig-
ure 2 are shown initially at high temperatures at
which the blend is far from its phase boundary. As
the temperature is reduced, the scattered inten-
sity diverges at q � 0. The scattering data are fit
to a binary RPA equation given in eq 8 with the
following fitting parameters: li (the segment
lengths of d8PS and PB are set equal to each
other), the interaction parameter (�A1B1), and a
background baseline. The RPA equation fits all
the data very well over the measured tempera-
ture and wavevector ranges.

From the results of the fits, the intensity at
zero wavevector [S(0)] has been calculated for
each data set, and 1/S(0) is plotted as a function of
the inverse temperature in Figure 4(a). The spi-
nodal temperature was determined by extrapolat-
ing the higher temperature mean-field 1/S(0) data
to zero, at which the curve intersects zero. The
deviation from mean-field behavior occurs at
about 119 °C. The vertical line connects to the
zero line at the measured optical cloud point from
ref. 4. The optical cloud-point temperature and
the mean-field spinodal temperature are coinci-
dent and are within experimental uncertainty to
the non-mean-field spinodal temperature, as
shown by the dashed line (See Table 3). Figure
4(b) shows the Flory–Huggins interaction param-
eter obtained from the fits (�A1B1/�) as a function
of the inverse temperature. The horizontal line
indicates the calculated value of the interaction
parameter at the spinodal. The mean-field tem-
perature dependence of the interaction parameter
has been fit to a line, and the numerical values
are listed in Table 4. The applicable temperature
range and li values are also found in Table 4. The
data from the binary system are consistent with
the binary blend from ref. 4.

Ternary Random Copolymer Blends

The scattering data for the two ternary blends of
d8PS and PB with additives SBR2080 and
SBR5050 behave qualitatively in the same man-
ner as the binary data presented in Figure 2. The
scattering data continue to increase as the tem-
perature is lowered until the binodal is passed,
and then the scattering intensity begins to dimin-
ish. The decrease in the observed scattering is due

Figure 4. (a) 1/S(0) versus the inverse temperature
for the binary blend. The solid line is a fit of the high-
temperature data extrapolated to zero, indicating the
mean-field spinodal temperature. The vertical line in-
tersecting the zero line indicates the optical cloud
point. (b) Flory-Huggins interaction parameter (�/�)
versus the inverse temperature for the binary blend.
The solid line is a fit of the high-temperature data
extrapolated to the value of the interaction parameter
at the spinodal.
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to phase separation and domain coalescence, with
most of the domain scattering disappearing be-
hind the beam stop at small q. This decrease in
the SANS intensity for the phase-separating poly-
mer has been observed previously.32,33 The scat-
tering data were initially compared with a multi-
ple-component RPA equation given in eqs 1–7,
and n � 1 was equal to 2. For ternary blends,
there are three Flory–Huggins interaction pa-
rameters (see Fig. 1), three segment lengths, and
one baseline as potential fitting parameters. The
tacit assumption in this article is that the inter-
action parameter between the d8PS/PB interac-
tions is equivalent to the h8PS/PB interactions,
regardless of the polymer component being in the
homopolymer or in a copolymer. In many blend
systems, there is a measurable isotopic effect. In
this particular blend case, Roe et al.34 showed
that the deuterium isotope effect is negligible. To
make the analysis more tractable, the segment
lengths were presumed to be equal, and the �A1B1
interaction parameter from the binary data was
assumed to equal the �A2B2 interaction parameter
between the homopolymers in the ternary blend.

The other two interaction parameters, �B2C2 and
�A2C2, were then related to the subsequently
known �A1B1 interaction parameter in the man-
ner described by Roe and others.35–39 In this ap-
proach, the interaction parameters between the
precursor homopolymers and random copolymer
of the same monomers are given by the following
relationships:

�AC � �AB�1 � fA�2 (10)

�BC � �AB fA
2 (11)

where fA is the volume fraction of monomer A in
the copolymer and the labels A, B, and C refer to
homopolymer A, homopolymer B, and copolymer
C. With these equations, the interaction parame-
ters for the ternary blend with the random copol-
ymer are then all known, and the only remaining
fitting parameters are the segment length and
baseline. For this approach to be successful, the
Flory–Huggins interaction parameter needs to be
independent of the composition and such factors
as the molecular architecture (i.e., � cannot
change depending on whether the monomers are
in the polymer or the copolymer). The resulting
RPA fit for blend sample R2080 at 122 °C with the
� values from the homopolymer blend, with only
the step length and baseline varied, is shown in
Figure 5 as a solid line. This approach clearly
fails, and the RPA curve drastically underesti-
mates the intensity of the scattering at a low
wavevector. The results for the fitting of the
R5050 blend sample were similarly unsuccessful.
Other researchers have observed that � can be a
function of the chain architecture.40–42

To successfully fit the random copolymer ter-
nary blends with multicomponent RPA theory, it
is necessary to assume that the �A2B2 interaction

Table 3. Phase Boundary Temperaturesa

Sample
Code

Optical
Cloud
Pointb

Mean-Field
Spinodal

Temperaturec

Neutron
Cloud
Pointd

Binary 112.5 °C 112.5 °C N/A
R2080 119.5 °C 120.0 °C 119.5 °C
R5050 110.0 °C 106.5 °C 109.0 °C
B5050 104.5 °C 107.0 °C N/A

a All uncertainties are � 1 °C or less.
b Cloud points from ref. 4.
c Mean-field extrapolated spinodal temperatures.
d Estimated binodal temperatures from upward deviations

in 1/S(0).

Table 4. Linear Fit Parameters of �AB/�

Sample Code

�AB

�
� a �

b
T (mol/cm3)

Temperature Range
(°C)a li (Å)a � 104 b

Binary �3.23 (0.09) 0.516 (0.004) 145–119 7.0 (0.1)
R2080 �1.60 (0.08) 0.411 (0.003) 145–125 7.3 (0.1)
R5050 �5.54 (0.04) 0.586 (0.002) 145–110 7.1 (0.2)
B5050 �3.45 (0.17) 0.504 (0.007) 145–116 6.9 (0.1)

a The temperature range was chosen to coincide with the high-temperature linear portion of the inverse susceptibility data.
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parameter is not equal to �A1B1 and allowed to be
an adjustable parameter. The other interaction
parameters have been calculated from eqs 10 and
11. The segment length, the �A2B2 interaction pa-
rameter, and the baseline have been adjusted in
the fitting process, and all the data for both ran-
dom copolymer systems can be fit with equivalent
quality to the binary data. The scattering data for
the R2080 sample at 122 °C are presented in
Figure 3 where the solid line running through the
data is the RPA fit.

Again, the intensity at S(0) has been calculated
for each data set, and 1/S(0) is plotted as a func-
tion of the inverse temperature in Figure 6 for the
R2080 blend and for the R5050 blend. The spi-
nodal temperatures have been determined at the
point at which the 1/S(0) data at higher (mean-
field) temperatures extrapolate to zero, and they
are reported in Table 3. The deviations from
mean-field behavior occur at about 125 °C for the
R2080 data and at about 110 °C for the R5050
data. The vertical lines connected to the zero
1/S(0) line represent the measured optical cloud
points from ref. 4. In this figure, there are also
two arrows that denote the binodal, as measured
by SANS. The onset of the upturn in 1/S(0) has
been argued to be a measure of the binodal in
many literature references.32,43 The optical cloud-
point temperatures and SANS binodal tempera-
tures agree within experimental uncertainty for
both the R2080 and R5050 blends. The spinodal

temperature for the R2080 blend is coincident
with the SANS and optical binodal temperatures
within experimental uncertainty, whereas the op-
tical cloud-point temperature and the SANS
binodal temperature for the R5050 blend are
slightly higher than the spinodal temperature
(see Table 3). This latter result is in contrast to
that of Barham et al.,4 who observed only a spi-
nodal decomposition for the R5050 blend; the
cloud point was coincident with the phase bound-
ary determined from temperature jump light
scattering.

Figure 6(b) shows the Flory–Huggins interac-
tion parameters (�A2B2/�, �A2C2/�, and �B2C2/�) as
a function of the inverse temperature for the
R2080 blend sample, and Figure 6(c) shows the
same interaction parameters for the R5050 blend.
The horizontal lines indicate the value of the
�A2B2/� interaction parameters at the spinodal, as
calculated from the divergence of 1/S(0). The tem-
perature dependences of the interaction parame-
ters for both random copolymer blend systems in
the mean-field region have been fit to a linear
function, and the fitted parameters are listed in
Table 4. The mean-field temperature ranges and
li values can also be found in Table 4.

Ternary Diblock Copolymer Blend

The scattering data for the B5050 blend behave
qualitatively like the binary data presented in
Figure 2; the scattering intensity continues to
increase as the sample cools toward the phase
boundary. The scattering data have been fit to the
multiple-component RPA equation given in eqs
1–7; n � 1 is equal to 3, and each block of the
diblock is considered a component. For this blend,
there are now potentially six Flory–Huggins in-
teraction parameters (see Fig. 1), four segment
lengths, and one baseline for fitting parameters.

To make the fitting tractable, the segment
lengths have been assumed to be equal, and the
�A1B1 interaction parameter from the binary data
has been assumed to equal the �A3B3 interaction
parameter of the ternary blend. Two different
initial approaches have been taken. In the first
approach, all PS/PB interactions have been con-
sidered equal and equal to the interaction param-
eter from the binary blend (�A1B1 � �A3B3 � �A3D3
� �A3E3 � �D3E3). The interaction parameter be-
tween PS and d8PS has been assumed to be equal
to the values determined by Londono et al.,44 and
the interaction parameter between the PB com-
ponents has been assumed to equal zero. This

Figure 5. Neutron scattering intensity versus q for
the R2080 blend. The data presented are the same
R2080 data used in Figure 3, and the temperature for
the data is 122 °C. The solid curve is the best fit to the
data with measured interaction parameter data from
the binary blend.
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approach has resulted in the curve labeled RPA
Test 1 in Figure 7. In the second approach, the
only change is the d8PS/PS interaction being al-
lowed to be a fitted parameter. This result is also
shown in Figure 7 and is labeled RPA Test 2. Both
approaches fail in describing the correct scatter-
ing intensities. RPA Test 1 predicts much higher
scattering intensities at low wavevectors and un-
derpredicts the scattering intensities at higher
wavevectors. RPA Test 2 also predicts higher in-
tensity values at low wavevectors and predicts a
peak in this vicinity while predicting roughly cor-
rect intensities at higher wavevectors.

An alternative procedure has resulted in an
excellent fit of the scattering data. This fitting
procedure allows the d8PS/PB interaction param-
eters (�A3B3 � �A3D3) and the h8PS/PB interaction
parameters (�A3E3 � �D3E3) to be fit indepen-
dently while assuming that the d8PS/h8PS inter-
action parameter (�A3D3) follows the data of Lon-
dono et al.44 Figure 8(a) shows a plot of 1/S(0)

Figure 6. (a) 1/S(0) versus the inverse temperature
for (�) R2080 and (‚) R5050. The solid lines are fits of
the high-temperature data extrapolated to zero, indi-
cating the mean-field spinodal temperatures. The ver-

tical lines intersecting the zero line indicate the optical
cloud points. The two arrows indicate the binodal as
measured by the onset of the upturn in the inverse
scattering at a zero wavevector. (b) (�) �A2B2, (V) �A2C2,
and (v) �B2C2 versus the inverse temperature for blend
R2080. The horizontal line indicates the calculated in-
teraction parameter at the spinodal. (c) (‚) �A2B2, (�)
�A2C2, and (�) �B2C2 versus the inverse temperature
for blend R5050. The interaction parameters �A2C2 and
�B2C2 are equal. The horizontal line indicates the cal-
culated interaction parameter at the spinodal.

Figure 7. Neutron scattering intensity for B5050 ver-
sus q. Two test RPA fits are shown as dashed lines and
are explained in the text.
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versus inverse temperature. The data at higher
temperatures have been fit and extrapolated to
the point at which 1/S(0) intersects with zero,
denoting the mean-field spinodal temperature.
The vertical line, which is connected to the zero
1/S(0) line, represents the measured optical cloud
point from ref. 4. Interestingly, the extrapolated
1/S(0) data for the non-mean-field critical temper-
ature (dashed line) appear to intersect zero at the
optical cloud-point temperature. Figure 8(b) con-
tains the following interaction parameters from
the fitting procedure: the h8PS/PB, the known

Londono d8PS/h8PS, and the PB/PB (shown at
zero). Both procedures result in identical interac-
tion parameters between d8PS and PB (�A3B3/�).
The fitting values of the d8PS/PB interaction pa-
rameters (�A3B3 � �A3D3) and the h8PS/PB inter-
action parameters (�A3E3 � �D3E3) are equal
within the uncertainties. This result is in agree-
ment with that Roe et al.,34 who found the deute-
rium isotopic effect on blends of PS and PB to be
negligible.

Further Discussion

From the preceding presentation, a number of
points merit emphasis. The multicomponent RPA
function can be successful in fitting these data.
However, a number of constraints and presump-
tions need to be applied. The binodal and spinodal
SANS data from these blend systems corroborate
well the previous light scattering data in terms of
the effect that the different additives have on the
equilibrium phase boundaries.

Moreover, for these data, the Flory–Huggins
interaction parameter between the PS and PB
homopolymers is not a unique value. Despite the
intention of the original derivation of the Flory–
Huggins theory, the interaction parameters are
sometimes found to depend on variables such as
the concentration.45–47 To illustrate this in these
data, we show the �AB/� interaction parameters
as a function of the inverse temperature for the
different blend systems in Figure 9. The values of
the �AB interaction parameters for all three ter-
nary blends are reduced in comparison with the
binary interaction parameter. Also included in
the figure are the respective values of the mean-
field interaction parameter at the spinodal, as
described previously.

It is now important to revisit the initial moti-
vation of this SANS work. The previous work by
Barham et al.4 presented two important results.
The first was the discovery that the SBR5050 and
SBB5050 copolymer additives both stabilized the
blend, as measured by a decrease in the cloud-
point data, whereas the SBR2080 additive desta-
bilized the binary blend, as seen in the increase in
the phase boundary. The general argument that
is made to explain these types of results invokes
changes in the interaction parameter between PS
and PB. If the phase boundary temperature is
reduced, then the interaction parameter is re-
duced because the copolymer additive lowers the
interfacial tension. Conversely, when the phase
boundary increases, the interaction parameter is

Figure 8. (a) 1/S(0) versus the inverse temperature
for B5050. The solid line is a fit of the high-temperature
data extrapolated to zero, indicating the mean-field
spinodal temperature. The vertical lines intersecting
the zero line indicate the optical cloud point. (b) �/�
versus the inverse temperature for blend B5050: (ƒ)
�A3B3 � �A3F3, (V) �E3B3 � �E3F3, (�) �A3E3, and ({)
�E3F3.

3200 VOGE ET AL.



likely increasing. Additionally, all three ternary
blend systems have reduced rates of phase sepa-
ration. For stabilized blend systems, it is argued
that this slower rate of phase separation is a
direct result of lower interfacial tension between
the phases. The mean-field relationship48,49 be-
tween the interfacial tension and the Flory–Hug-
gins interaction parameter �ij is related through


ij �
kT
b2 ��ij

6 (12)

where k is the Boltzmann constant, T is the tem-
perature, and b is the effective length per mono-
mer. However, if the blend with added SBR2080
is destabilized and the rate of phase separation is
reduced, then these observations are in contradic-
tion. The former appears to require an increased
interaction parameter, whereas the latter ap-
pears to require a lower interaction parameter.

These contradictions can be resolved by a re-
view of the data presented in Figure 9. First, as
mentioned before, the interaction parameters be-
tween the homopolymers in the three multicom-
ponent blend systems are lower than those in the
binary blend. As a result, the interfacial tension is
thus also lowered with eq 12 for all blends with
additives. This in turn explains the fact that all

three blend systems have slower rates of phase
separation than the binary blend. Second, it is
important to understand the respective decreases
and increases in the temperature of the phase
boundary for the three multicomponent blends.
Here, two things need to be considered in concert
regarding the mean-field interaction parameters:
the change in the value of the interaction param-
eter at the spinodal for the various multicompo-
nent blends and the absolute change in the mea-
sured values of the interaction parameters. Start-
ing with the spinodal and measured values of the
interaction parameters for the binary blend, the
changes in both of these two quantities, due to
the copolymer additive, become important. For
the R5050 blend, the reduction in the value of the
measured interaction parameter is more than
the reduction of the value of the spinodal interac-
tion parameter. The intersection of these two pa-
rameters, which defines the temperature of the
spinodal, moves to a lower temperature. For
R2080, the reduction of the value of the measured
interaction parameter is less then the reduction
of the value of the spinodal interaction parame-
ter. In this situation, the intersection of these two
lines moves to a higher temperature. Because
there is not a unique value of the PS/PB interac-
tion parameter for the B5050 blend, the spinodal
is indeterminate. From the data in Figure 9 and
the vertical line, which denotes the measured op-
tical cloud point, an estimate of the spinodal in-
teraction parameter yields a value of about 0.97
� 10�3 mol/cm3. The effect of the non-mean-field
behavior in the phase boundary region is small in
comparison with the overall change in the inter-
action parameters.

CONCLUSIONS

SANS data were acquired for four d8PS/PB-based
blends, with one of these being a binary blend and
the other three containing one of the following
additives: SBR2080, SBR5050, or SBB5050. The
concentration of the added copolymers was 2.5 wt
%. The resultant scattering data were fit to mul-
ticomponent RPA functions and, with appropriate
constraints, fit the data very well. The tempera-
ture dependence of 1/S(0) from the four samples
provided spinodal and binodal temperatures. The
blend with added SBR2080 raised the phase
boundary, whereas the blends with SBR5050 and
SBB5050 both lowered the phase boundary.
These thermodynamic results were consistent

Figure 9. Flory–Huggins homopolymer AxBx interac-
tion parameters versus the inverse temperature for all
four blend systems: (E) binary, (�) R2080, (‚) R5050,
and (ƒ) B5050. The interaction parameters at the spi-
nodal are indicated by horizontal lines for the binary
blend (top), the R5050 blend (middle), and the R2080
blend (bottom). The vertical lines indicate the temper-
ature of the optical cloud points for the R2080, binary,
R5050, and B5050 blends from left to right.
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with previous light scattering work described ear-
lier in the article. The various Flory–Huggins in-
teraction parameters were obtained in the mean-
field region from the RPA fits. These results indi-
cated that the Flory–Huggins interaction
parameter between the PS and PB homopolymers
(�AB/�) was a function of the copolymer additive.
In all cases, the blends with the copolymer addi-
tives had a reduced interaction parameter. Addi-
tionally, the value of the �AB/� interaction param-
eter at the spinodal also decreased but not in
concert with the decrease in the measured inter-
action parameter. The intersection of the mea-
sured �AB/� interaction parameter and the spi-
nodal value shifted consistently with the observed
phase boundary changes from the extrapolated
1/S(0) data. The general reduction in the mean-
field interaction parameters was also consistent
with a reduction of the interfacial tensions asso-
ciated with the slowing of the rate of phase sep-
aration.

These results also suggest that it is important
to keep the thermodynamic effect of a phase
boundary shift due to an additive distinct from
the effects of changes in the interfacial tension
that the additives can have on the kinetic aspect
of the separation process as well as the thermo-
dynamics of two-phase equilibrium systems. Fu-
ture experiments are expected to focus on non-
mean-field aspects near the phase boundary, on
higher concentrations of the copolymer additives
to study the applicability of multicomponent RPA
to multicomponent blends, and on whether the
Flory–Huggins interaction parameters become
more universal at higher additive concentrations.
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